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Abstract
To effectively meet and anticipate the requirements of practically
impactful (useful) Agentic AI systems, including but not limited to
new metrics, benchmarks, programming and runtime systems, it is
necessary to first understand the use-cases and state of progress
(or lack thereof). We present our perspective from practitioner in-
terviews and questionnaire responses, critically supplementing the
wider body of published data (papers, blogs, OSS). We aggregated
and distilled this data for 10+ cases spanning enterprise, software,
and scientific domains, with several more in progress. Our aim is to
bridge this academic-industry divide, steering our own and other’s
systems research toward the most impactful problems.

Though Agentic AI innovations are rapidly proliferating across
academia and industry, the requirements and key challenges be-
tween academic and enterprise settings differ significantly. Aca-
demic literature is currently skewed toward pushing capabilities
of LLM-based agents and Artificial General Intelligence. Industry
use-cases rely on data and models of multiple modalities, focus on
specific enterprise-grade versus general functionality, and cannot
ignore latencies, cost, scalability, security, and many other practical
deployment concerns. We find, while not yet useful for all tasks,
Agentic AI systems are becoming increasingly useful for facilitat-
ing, augmenting, and/or accelerating scoped manual and software
tasks. Our principle findings is that Useful Agentic AI systems
currently rely on a combination of human and machine verifiers,
with the most sophisticated (autonomous) systems supported by
strong verifiers from mathematics, computer and computational
sciences. The lack of strong verifiers appears to contribute more to
the lag between industry and academia than a lack of AI capabil-
ities. Revisiting complexity analysis and systems for verification
is a critical and timely contribution area for interdisciplinary and
industry-academia collaboration.
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1 Introduction
Since generative AI began unlocking advanced capabilities for AI
Agents and general Compound AI Systems [Zaharia et al. 2024],
building Agentic AI systems has become the focus of hundreds of
startups [CBInsights 2025], thousands of academic publications, and
truly massive open online courses [Song and Chen 2024; Song et al.
2025]. Academic and industry researchers have prototyped new
capabilities for everything from multi-agent tutoring [Schmucker

et al. 2024], to physical asset management [Timms et al. 2024], to
self-driving science and engineering [Juraj Gottweis 2025; Novikov
et al. 2025]. However, whether and to what extent AI Agents are
practically useful is an open debate [Challapally et al. 2025]. Many
capabilities demonstrated in academic spheres have yet to make an
appearance in production systems. Problems solved and unsolved
in industry for securing, scaling, and deploying production Agentic
AI systems remain largely unpublished.

A few recent publications with similar motivation, offer lengthy
analyses without broader concrete use-case analysis [Krishnan
2025; Liu et al. 2025] or limit scope to evaluation systems [Yehudai
et al. 2025] or usability [Shome et al. 2025]. We take the position
that reliable, deployable Agentic AI systems, like their wider family
of Compound AI Systems [Zaharia et al. 2024], require not only
demonstration of AI capability but also robust supporting systems
integration. Further, that the most impactful system innovation will
follow from analyzing the application use-cases first.

Hence, this study targets industry case studies, seeking to un-
derstand potential impact and progress (or lack thereof) across
use-cases and domains, focusing on the relatively recent onset of
foundation-model-infused AI agents. In light of this focus and indus-
try cases incorporating multi-modal, hybrid, and foundation models
broadly, we do not restrict the study to purely LLM-based agents
for which there are numerous surveys of academic progress [Guo
et al. 2024; Wang et al. 2024]. For case study selection, we prioritize
production-grade cases self-described as “AI agent(s)” or “Agentic
AI system(s)”, rather than restricting selection according to one of
the many (academic) definitions of “AI agent”. We re-derive from
cross-comparison what is considered successful (or unsuccessful)
–useful– Agentic AI in practice.

Our central questions are, what is actually working (and not)
in practice from a computational systems perspective? Why, what
is making Agentic AI useful or not and to what extent? Is driving
down inference latency the only or most important contribution
systems researchers can make? Where can academic and industry
research communities –and systems and AI research communities–
better align to realize the potential of Agentic AI in practice?

In contrast to academic literature, we find deployed (useful)
Agentic AI systems commonly focus on relatively well-defined, sim-
ple tasks repeatedly executed by human customers or employees.
These include information retrieval, static and semi-static work-
flow execution across application domains. Successful cases reduce
time-to-completion (increase operational throughput), and/or lower
knowledge and skill requirements for completing tasks involving
multiple system interfaces and domain-specific knowledge and
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procedures. Reduction in time-to-completion is commonly mea-
sured relative to human time to complete the same task, yielding
a wide spectrum of use-case-derived latency requirements. Hence,
the range of contribution opportunities for the systems community
includes exploiting relaxed latency constraints in scheduling and
resource management, and is not limited to single-inference latency
minimization. Further, we find useful Agentic AI systems rely on
a combination of human and machine verifiers, with the most so-
phisticated (autonomous) systems supported by strong verifiers
from mathematical, computer and computational sciences. The lack
of strong verifiers appears to contribute more to the lag between
industry and academia than a lack of AI capabilities. Revisiting com-
plexity analysis and systems for verification is a critical and timely
contribution area for interdisciplinary and industry-academia col-
laboration.

2 Methodology
We found openly available case study data, such as published liter-
ature, blog posts, open-source code repositories, present an incom-
plete picture of the landscape for systems research and development.
To ground and expand openly available data, we engaged industry
participants through interviews and questionnaires.

Interviewers were selected to maintain organizational neutral-
ity, assigned roles, and completed a series of pre-, post-, and in-
interview procedures. The structure of interviews was determined
by a preset list of 11 topic groups (below), and the availability of
respective answers from open sources that need only be verified
via interview.
(1) The root problem (benefit) the system is addressing (pro-

viding):What is the ultimate benefit? What is the system re-
placing and why?

(2) Key success metrics and evaluation mechanism: What
tools, techniques, systems, etc. are used to ensure the system
meets user and stakeholder objectives? Is data corresponding
to the expected or past system behavior available for the evalu-
ation?

(3) Key aspects of the system design and implementation:
What programming framework was used? What is the general
architecture? What are the steps, stages, and cycles? How are
common components (e.g. routers, LLM-as-a-Judge, other veri-
fiers, HIL) combined and why? What is the ratio of automation
to human interaction and why—by design or limitation?

(4) The state of the system or its development: Is the system
in production, or was it never meant for production (purely for
AI research, learning, upskilling)? Was the system prototyped
for production but abandoned—why, and what were the critical
limitations?

(5) Known constraints or requirements of end-users and
stakeholders: What are the security, regulatory, SLO/SLA re-
quirements?

(6) Advantage of an agentic AI system solution over alterna-
tive approaches: what is the advantage in your view?

(7) System dependencies and complexity: what is the quantity,
quality, and availability of tools, verifiers, data, etc.?

(8) End-user quantity, expertise levels, and organizational
domains.

(9) Estimated cost versus value or benefit. Including sunk and
ongoing costs of developing and operating the system versus
its estimated value.

(10) System stakeholders:Who ultimately benefits from deploy-
ment? Who is impacted by safety, security, etc. failures and
limitations?

(11) Your role and activities:What is your involvement with the
agentic AI system(s) you are describing?
For breadth, understanding how far-reaching cross-case-study

observations were, we iteratively crafted a questionnaire for mass
distribution. The questionnaire was distributed to technical groups
across the AI Alliance Agents-in-Production Meetup 1, the Berkeley
RDI Agentic AI Summit 2, and collaborators’ professional networks.
Our questionnaire design informed by interviews, seeks to avoid
response priming, facilitate downstream quantitative analysis, and
facilitate broad participation by restricting the length, terminology,
and the technical-depth and disclosure-depth necessary to complete
the questionnaire. Further, we agreed upfront to aggregate and
anonymize all data. As an aside, interviews revealed that what is
considered confidentially-innovative in the space of Agentic AI
varied significantly across organizations. In summary, our study
integrates openly available data with perspectives from industry
practitioners to answer, what is useful Agentic AI?

3 Use-Case Data

Table 1: Anonymized in-depth case study descriptions.

Business Operations
Insurance claims workflow automation
Customer care internal operations assistance
Human resources information retrieval and task assistance
Communications (U.S. and Latin America)
Automotive communication services
Communication automation services
Scientific Discovery
Biomedical sciences workflow automation
Software & Business Operations
Data analysis for enterprise
Enterprise cloud engineer and business assistance
Site reliability incident diagnoses and resolution
Software products question answering
Software DevOps
Spark version code and runtime migration
Software development life cycle assistance end-to-end

Data for the study combines public data with 12 in-depth case
studies (Table 1). Summary findings are presented in aggregate
per confidentiality agreements with the sources. These 12 were se-
lected based on originators’ availability for interviews, application-
diversity, and development status preferring those in production
(total 8) or pre-production piloting (4). The cases spanned business
1ttps://luma.com/x16vikh7. Note: last accessed: 6 Oct. 2025.
2https://rdi.berkeley.edu/events/agentic-ai-summit. Note: last accessed: 6 Oct. 2025.
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Table 2: Case Counts by Source Company Characteristics

Stage Continents Countries Case Use
Mature 6 1 5 One 5 External 8
Late 1 2 to 4 4 Tens 6 Internal 4
Growth 1 5 to 6 3 Hundreds 1
Early 3
Seed 1

operations (3), software development and operations (2), a tightly
integrated combination thereof (4), scientific discovery (1), and
enterprise communication services (2). They also differed in their
intended use, 4 targeting internal software and business operations,
and 8 targeting external (enterprise) consumers. Table 2 addition-
ally lists statistics on the spread of case sources by company stage,
continent and country spread. The questionnaire response data
– over 400 responses and growing – is used complementarily for
broader validation.

4 Summary Findings
Agentic AI is being applied to human-facing and highly interdisci-
plinary problems. The tasks and correctness conditions lack formal
specification [Stoica et al. 2024]. The performance or evaluation
metrics and systems do not always match the ultimate goal or ben-
efit of the system. Still, some things are working (in production).
Others are not. The following unpacks these observations from
industry case studies complemented with mass survey results and
public data.

4.1 HIL and Fundamental Complexity
Across software development, enterprise and scientific discovery
systems, we are observing Agentic AI being applied to tasks speci-
fied by humans. This was true of every single case in our study and
94.8% direct consumers of survey respondents’ systems. The com-
mon goal of these systems is to reduce the human time necessary
for completing scientific, software, legal, or business processes. Hu-
man interfaces designed to delight were a secondary requirement
for productivity rather than the goal or primary requirement. An
important exception however included cases governed by policies
requiring human oversight of Agentic AI systems, such as the EU
Artificial Intelligence Act. For these cases, the engineers designed
with HIL in mind from the start. In general, AI coding agents are
among if not the most advanced Agentic AI systems in production,
but still exhibit a spectrum of HIL rather than absence of HIL. At
one extreme, state-of-the-art (SoA) systems claim multiple hours of
autonomous execution of delegated development tasks (e.g. up to 30
hrs [Anthropic 2025]). However, human input is commonly still re-
quired for major actions such as PR approval [GitHub 2025]. On the
other extreme, human approval of fine-grained code modifications
(e.g. in-IDE auto-completion) is still ubiquitous. SoA IDEs even pro-
vide options for varying the level of Agentic AI autonomy [Cursor
Team 2025; Deshmukh et al. 2025; GitHub 2025].

We have not encountered a production-track Agentic AI sys-
tem implemented without human-in-the-loop (HIL), even with the
scope narrowed to business, software engineering, and scientific
applications. Figure 1 introduces terminology and illustrates our

observations of how production-track systems split functionality
between HIL and automated methods across the key runtime stages
of task specification, solution generation, solution verification, and
ongoing evaluation. The categories we focus on here to illuminate
technical opportunities are HIL in verification and evaluation.

Applied Agentic AI raises the level of abstraction for the fun-
damental compute unit, but is not yet asking nor answering the
questions complexity theory enabled computer scientists to answer
to date. Classical complexity theory enabled asking fundamental
questions, is a solution computable in the first place? In how much
time (our lifetime)? Is there a difference between the generation versus
verification time and space complexity? It enabled answering these
questions prior to building impractical solutions, and it led to con-
structive solutions (approximations) even for hard problems. We
do not have the equivalent scaffolding for Agentic AI systems.

4.2 HIL in Verification and Evaluation
Verificationmechanismsmeasurewhether the systems outputmeets
the correctness conditions for a specific task, problem, or input,
and may be triggered online or during offline evaluation. Evalua-
tion mechanisms measure how well the system performs on given
collections of tasks or inputs and metrics over time.

Beyond software development, practitioners are recognizing and
capitalizing on the tractability of the decision (action) space for
known human workflows across domains, from human support
systems to scientific lab routines. However, automation for recog-
nizing (verifying) correct workflow completion is lacking in many
cases. The Subject Matter Expert (SME) knowledge has not been
captured to a sufficient degree in data or tooling. Hence, while the
data is being captured and tooling created, deployed systems are
forced to rely on end-user and/or SME verification.

The SME may no longer be the solution generator (complet-
ing the workflow manually) but they are still in the pipeline, at
the verification and evaluation stages (Figure 1). We found the
pervasiveness and extent of human SME involvement across case
studies surprising, given attention across academia and industry to
evaluation. Capitalization [Foody 2025] is indicative of a broader
trend. Opportunities are still open to develop (reusable) domain-
specific evaluation methods, and to improve and scale evaluation
data ingestion, curation, synthetic generation, and so on.

We have also observed Agentic AI system architectures in deploy-
ment are relatively simple compared to SoA academic systems. Sim-
ple fixed-loop ReAct-based [Yao et al. 2023] and RAG-based [Lewis
et al. 2020] agents are common to an extreme. Clear benefits are soft-
ware maintainability leading to higher reliability. Non-technical
factors (e.g. education, business decisions, etc.) are of course at
play. As for technical factors, given the sophistication gap between
production-grade Agentic AI systems for mathematical and scien-
tific applications and other applications with other evidence, we
suspect lack of strong verifiers is key.

Verifiability implies repeatability. In practice, we have observed
test-and-retry to be a common motif in production systems. Ad-
vanced production systems commonly employ sandboxing, emu-
lation, or simulation of Agentic AI outputs during runtime and/or
optimization.
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Human-in-the-Loop

Automations

Task Specification Solution Generation Solution Verification Ongoing Evaluation

• User Input Aggregation

• SME-Driven Evaluation
• SME Rating & Feedback

• SME Data Curation

• Internal Review

• Manual Testing

• User Acceptance
• User (Structured) Rating

• User (Unstructured) 

Feedback

• Iterative Interactive Input 

& Context Editing
• SME Fallbacks e.g. 

Human Call-Center 

Operator

• Initial Specification

• Intent Routing

• Context Engineering – 
including not limited to 

Refined Task 

Specification (Prompt) 
Indexing & Lookup;…

• Fixed-Loop ReAct, Plan-and-

Execute, RAG
• Additional Context 

Engineering

• Foundation models, fine-
tunes, other AI/ML models 

e.g. TTS

Weak Verifiers

• LLM-as-a-Judge
• Grounding e.g. fact-checking

Strong Verifiers

• Simulation, Emulation, 
Calculation, Purpose-Built 

Software Tests

• Golden QA

• Custom Benchmarks
• Traditional Software 

Tests

Figure 1: Use-cases in practice split the stages of task specification, generation, verification, and ongoing evaluation between
human-in-the-loop and automated methods. Lists in each stage are example methods observed in production-track use-cases,
and do not comprehensively represent the plethora of methods in the literature.

4.3 HIL ≠ Human-Attention Span Latency
We observed that human-in-the-loop did not directly translate
human-attention-span latency requirements, a multi-decade stan-
dard [Nielsen 1993]. The case studies revealed instead a spectrum
of latency requirements. At the low-latency end of the spectrum,
we found real-time applications such as speech-driven customer
service targeting order 100𝑚𝑠 latencies. At the other end of the spec-
trum, we encountered a “longer is better” motif, in which “thinking”
or execution time indicated runtime robustness and higher expected
output quality (higher confidences). Public code-related products
exemplify this well [Anthropic 2025; Deshmukh et al. 2025].

In between these extremes, latency targets are evolving with
user preferences and task complexity. Respectively, production
development efforts are starting to rely more on new usage data
collection, curation, and analysis (notably, with LLMs in the loop)
than on best-practices pre-dating the current generation of Agentic
AI systems. Futhermore, practitioners’ comparisons of the agentic
system’s latencies to the previous (manual) system latencies show
delightful speedups. It might take the system 15 minutes but human
response turnaround is several hours — not due to the complexity
of the task but due the limited availability of human hours for e.g.
24/7 operations. Operations across sectors are finding Agentic AI
systems a useful fast-lane for customer and employee response.

Overall, instead of hardware-based latency targets or even past
standards, latency trade-offs are being evaluated with respect to
human time and availability. If the system takes days, weeks, or
months to complete an essential task but it takes a human poten-
tially decades [Novikov et al. 2025] to complete that same task,
the system is useful. Bringing the time for single-version software
migration down to months from approx. 2 years is likewise useful.
In the same vein, if it takes a human Subject Matter Expert seconds
to complete a task (e.g. code line completion, customer service re-
sponse) the latency targets we have observed are closer but not
necessarily less than that human benchmark due to the availability

of human hours. Understanding the use-cases helps us understand
the optimization opportunities.

4.4 Limitations
This study is inherently limited by access to production system data.
Our sampling is relatively small but already fruitful for industry-
academia gap analyses. Data collection is ongoing and will no doubt
lead to report revisions. We hope the study fuels discussions on
broader collaboration and information exchange between industry
and academia.

5 Conclusions and Outlook
Large Language Models (LLMs) sparked an irresistible opportu-
nity to again attempt replacing software interfaces with natural
language across applications – web applications, data analytics,
search, HR and enterprise systems, and many others. Existing user
interfaces have insufficiently reduced complexity, complexity stem-
ming from quantity, quality, or (dis)organization of information or
the complexity of multi-system operations with multi-modal I/O.
However, LLMs alone are insufficient for industry tasks — tasks
requiring multiple modalities of structured and unstructured data,
data not limited to text, and procedures and correctness criteria
encoded in human cognitive versus digital formats.

Agentic AI systems composed of foundation models and prior
generations of models and tools [Zaharia et al. 2024] are starting to
bridge the gap and exceed language interface application scopes,
interfacing between human-machine and machine-machine en-
vironments to simplify and automate operations across business,
science, technology, and beyond. The innovations are so impres-
sive and fast-paced, it is difficult to distinguish short-lived demos
from stable progress and gauge which contribution areas will have
impact. We studied production-grade, deployment-track Agentic
AI and dubbed them useful Agentic AI systems.
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Based on our findings, a useful Agentic AI system is not an Agen-
tic AI system capable of the most complex and general tasks. A use-
ful Agentic AI system improves the ratio of simplistic, computable
tasks allocated to machines to (relatively) complex, interesting, re-
warding tasks allocated directly or indirectly to humans. Increasing
the task complexity machines are able to process requires address-
ing not only generation complexity but also verification complexity.

There is a significant lag between agentic AI techniques in in-
dustry versus academia. While academia continues to push AI
capabilities generally, subdomains showing the least lag in industry
are founded on fields with strong verifiers –mathematical, computa-
tional, and scientific fields. This seems to imply lack of verification
is (in part) contributing more to broader industry lag than lack of AI
capabilities. Even for such leading applications, there is recognition
that the key to solving more complex problems with Agentic AI is
bolstering verification [Cornelio et al. 2025; Midha 2025].

Related but not limited to verification, areas for researchers
(across disciplines) include scalable evaluation data ingestion, cu-
ration, synthetic generation; sandboxing, emulation, simulation
environments for AI agents; machine-to-machine agentic AI; for-
malizing use-case characterization and goodput metrics; fast gen-
eral intent and task routing; and many others. We plan to present
more insights following the final rounds of data collection and
analysis.
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